
96

7 InfraRed Spectrograph (IRS)
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7.1 Instrument Description

7.1.1. Overview

7.1.1.1 WHAT IS THE IRS?
The Infrared Spectrograph (IRS) will provide the Space Infrared Telescope Facili ty (SIRTF)
with low and moderate resolution spectroscopic capabiliti es from 5.3 to 40 microns.  The IRS
is composed of four separate modules, with two of the modules providing R ~ 60-120 spectral
resolution over 5.3 – 40 microns and two modules providing R ~ 600 spectral resolution over
10 to 37 microns.  Each module has its own entrance slit i n the focal plane.  The IRS
instrument has no moving parts.  The low-resolution modules employ long slit designs that
allow both spectral and one-dimensional spatial information to be acquired simultaneously on
the same detector array.  Two small imaging sub-arrays (Peak-up arrays) in the short-low
module (SL) will also allow objects to be placed accurately into any of the IRS entrance slits.
The high-resolution modules use a cross-dispersed echelle design that gives both spectral and
limited spatial measurements on the same detector array.  The median 1σ continuum
sensitivity for the IRS low-resolution modules is about 0.12 mJy from 6 to 15µm and 0.38
mJy from 14 to 40 µm in 512 seconds of integration. The 1σ line sensitivity estimates for the
high-resolution modules are 3.68 × 10-19 Wm-2 and 4.33 × 10-19 Wm-2, respectively, for the
same integration time.

MODULE DETECTOR WAVELENGTH
RANGE (µM)

RESOLVING
POWER

Short-Low   (SL)
Peak-Up  (SL)

Si:As
Si:As

5.3 – 14
(13.5 – 26)

62 – 124*
(~3)

Long-Low   (LL) Si:Sb 14 – 40 62 – 124*

Short-High  (SH) Si:As 10 – 19.5 ≈ 600

Long-High  (LH) Si:Sb 19 –  37 ≈ 600

Table 7.1 IRS Module Operating Wavelengths

*∆λ is approximately constant as a function of λ for each module and order.

The major subsystems of the IRS are:

• The Optical/Mechanical Subsystem consisting of the optical elements and their supports.
• The Stimulation Subsystem consisting of the sources and their control.
• The Thermal Subsystem consisting of the temperature sensing elements, heater, heat

control circuits, and heat straps to the cryogenic attachments.
• The Detector Subsystem consisting of the focal plane arrays and their associated

multiplexers, cabling and warm preampli fiers/signal conditioning circuits.
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• The Electronic Subsystem consisting of the warm control electronics (shared with MIPS),
power conditioning circuits, and interface electronics to receive power and commands
from the Observatory and transmit detector outputs to the Observatory for transmission to
the Earth.  This subsystem includes the Instrument Computer, which converts commands
into drive voltages and clocking tables, loads them into the warm control electronics,
collects digitized data, performs simple arithmetic on frame stacks and computes telescope
offsets from Peak-Up images when necessary.

7.1.1.2 THE IRS COLD ASSEMBLY

 The IRS Instrument interfaces to a heat sink temperature of 1.4K − 1.6K.  During
operation, the Focal Plane Array operating temperature is tightly controlled at temperatures
a few degrees above the interface temperature.  Once the observing run has begun, the
temperature stabili ty of the array is controlled over the entire observing cycle.  Specific
details concerning array temperature control are defined in Section 7.1.3.1.2 of this
document.
 
 The IRS Cold Assembly, i.e., the four modules, the cold interface board, and the IRS
baseplate, is mounted directly onto the SIRTF facili ty base plate without the necessity for
shock mounts.  The instrument is comprised of four optical modules whose packaging
concept is one of “bolt and go” and requires no adjustments other than shimming of the
focal plane assembly in order to achieve proper focus.
 
 Each IRS module has its own enclosure and internal baffling and is attached to the common
IRS baseplate by a three-point attachment.  The common baseplate is in turn attached
through a three-point attachment to the floor of the SIRTF Multiple Instrument Chamber
(MIC).  In order to provide sufficient shielding to meet the ionizing radiation requirements
of the IRS detectors, there is a minimum path length of 1.8 cm, through aluminum, along
any direction into each focal plane.  Figure 7-1 shows the four modules installed on the
baseplate along with the cold interface board.
 
 

 

Long   λ λ  Low  Res 
Module 

Long  λ λ  High  Res 
Module 

Short  λ λ  Low  Res 
& Peak up Modu le 

Short   λ λ  High  Res 
Module 

Cold Interface 
Board 

Pickoff  mirrors  

Figure 7-1 The IRS Cold Assembly
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7.1.1.3 DEFINITIONS

• RESOLVING POWER: R ≡ λ/∆λ, where λ is the observing wavelength and ∆λ is the full
width at half maximum response for the selected entrance slit and a virtual slit i n the
detector focal plane of the same projected width.  Note:  at the nominal slit width there is a
two-pixel width contained within the projected width of the entrance slit .

• DIFFRACTION LIMIT: 1.0 λ/D radians when projected onto the sky, where D is the
effective diameter of the SIRTF entrance aperture (85 cm).  Thus θdif ≈ 0.24λ (λ in µm, θ
in arc seconds).

• PIXEL SIZE: one half of the image of a diff raction-limited slit at λmax, the long
wavelength limit at which the pixel is to operate.  The exact scaling between pixel size and
slit size is module dependent.  The physical pixel size is 75µm.

• F/RATIO: the focal ratio (effective focal length/aperture).  The f/ratio of the SIRTF
telescope is 12.

7.1.2 Optics

7.1.2.1 OPTICAL LAYOUT – OVERVIEW

 The optical system covers the wavelength range from 5.3 to 40 µm.  There is no active focus
control for any of the modules.  The correct focus of the slit image on the focal plane is
achieved by placing an appropriately machined spacer plate between the FPMA and the
module housing.  An isometric view of the IRS instrument is shown in Figure 7-1.  The IRS
instrument is capable of self-test for proper functional operation of the focal planes.  Through
the use of an internal stimulator source located within each of the four Cold Instrument
Modules, the detector responsivity can be monitored.  All mirrors and gratings are constructed
of diamond machined aluminum.  The filters are multi -layer interference filters.
 
 Since there are no moving parts in the IRS, multiple uses are made of the same detector array,
and telescope motion is substituted for grating mechanism motion in the instrument.  Each
aperture in the low-resolution modules is divided into several functional sections (sub-slits).
These sub-slits provide spectroscopy in different grating orders.  Each high-resolution module
has a single slit .  The tolerances of the slit widths are ± 5%, with the slit constant in width over
its length to ± 1%.  Table 7.2  summarizes the useful area of the IRS slits.  Figure 7-2
ill ustrates the dimensions of the slits and peak-up arrays.
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 Module  Wavelength Range
(µm)

 Pixel Size
(arc-sec)

 Dispersion
 (arc-sec)

 Cross-Dispersion
 (arc-sec)

 SL
 

 5.3 — 8.5
 7.5 — 14.2

 

 1.8
 1.8

 3.6
 3.6

 54.6
 54.6

 PU-blue  13.3 — 18.7  1.8  72  60
 PU-red  18.5 — 26.0

 
 1.8  72  60

 LL  14.2 — 21.8
 20.6 — 40.0

 

 4.8
 4.8

 9.7
 9.7

 151.3
 151.3

 SH  10.0 — 19.5
 

 2.4  5.3  11.8

 LH  19.3 — 37.0  4.8  11.1  22.4

Table 7.2 Sizes of the IRS slits
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Figure 7-2 Schematic representation of the IRS sli ts

 
 Note that the IRS sli ts are not parallel in the SIRTF focal plane.  The relative angle
between the short-high and the long-high slit i s 84.8o, and the angle between the short-low and
the long-low slit i s 85.9o.

7.1.2.2 OPTICAL LAYOUT – MODULES

The optical design of each of the IRS spectrograph chains was organized along a set of
common design rules. The widths of the entrance slits width were set at Tfl λmax/D, where λmax

is the maximum wavelength of that module, D is the effective diameter of the SIRTF primary
mirror (85cm) and Tfl is the SIRTF telescope effective focal length.  Internally, each module
maps this slit width geometrically across two pixels on its detector array.  Slit l engths were set
to be as long as possible, limited by the sizes of the detector arrays, the available real estate in
the CTA focal plane, and the requirement to keep the different orders separated in the cross-
dispersed echelle modules.  All of the IRS optics are over-sized to minimize internal
diffraction effects and have their optical surfaces coated with gold to enhance their infrared
reflectivity. With the exception of the imaging train of the short-low module, none of the
modules has an internal Lyot stop.
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Short-Low Module
 The short-low module is a grating spectrometer and imager which covers the nominal spectral
range from 5.3 to 15.0 µm at 64 < R < 128. The plate scale for the short-low 128×128 Si:As
BIB array is 1.8” /pixel.  When the source is on one half of the long slit , light passes through a
7.5 – 15 µm bandpass filter and is diff racted off the grating in first order.  When the source is
moved to the other half of the same slit , light passes through a 5 – 7.5 µm bandpass filter and
is diffracted off the grating in second order.  The module also produces a second, short
spectral segment that covers 7.5 – 8.5µm spectral region in first order.  Figure 7-3 shows the
optical layout of the module.

 

Figure 7-3 Short-low spectral (grey) &  Peak-up (black) optical components and light
paths

In addition to providing spectral information, the short-low module provides an IRS peak-up
function.  The purpose of peak-up is to accurately position the science target onto one of the
IRS slits.  Light passes through one of two bandpass filters (see Table 7.2) and is imaged onto
the short-low focal-plane.  This image is used to accurately measure the position of the source.
This position is then passed on to the SIRTF Pointing Control System.  A description of the
peak-up procedure is given in section 7.2.3.3 of this document.

 

• Peak-Up Camera Optical Path
• 1   Pick-Off Mirror
• 2   Field Stop
• 3   Pass Filter Location
• 4   Pass Filter Location
• 5   Collimator
• 6   Fold Mirror
• 7   Lyot Stop
• 8   Schmidt Corrector
• 9   Schmidt Camera
• 10  Shared Focal Plane Array

Short Low Optical Path
• 1’  Pick-Off Mirror
• 2’  Sli t Assembly
• 3’  Pass Filter Location
• 4’  Pass Filter Location
• 5’  Collimator
• 6’  Grating
• 7’  Schmidt Corrector
• 8’  Schmidt Camera
• 9’  Shared Focal Plane Array
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Long-Low Module

 The long-low module is a grating spectrometer, which covers the nominal spectral range from
14 – 40µm at 64 < R < 128.  The plate scale is 4.8"/pixel. The long-low aperture consists of
two, in-line sub-slits with a small gap between them (similar to the short-low module).  When
the source is in one side of the slit , light passes through a 14 – 21 µm band-pass filter and is
diffracted off the grating in second order.  When the source is moved to the other sub-slit , light
passes through a 21 – 40 µm band-pass filter and is diffracted off the grating in first order.
The detector is a 128×128 Si:Sb BIB array.  Figure 7-4 depicts the module components and
optical paths.

 

Figure 7-4 Long-low module optical components and paths

Short-High Module
 The short-high module is a cross-dispersed echelle spectrometer, which covers the nominal
spectral range from 10 – 19.5 µm at R ≈ 600.  The plate scale is 2.4"/pixel.  It has a small
overlap with the long-high module.  The short-high aperture is a single slit of width 2×5
pixels.  Its length is limited so that nearly an octave of a cross-dispersed echelle spectrum can
be fit onto the 128×128 array without spatial overlap of orders.  The detector is a Si:As BIB
array.
 Figure 7-5 depicts the module components and the optical paths.
 

• 1  Pick-Off Mirror
• 2  Sli t Assembly
• 3  Pass Fil ter Location
• 4  Pass Fil ter Location
• 5  Collimator
• 6  Grating
• 7  Schmidt Corrector
• 8  Schmidt Camera
• 9  Focal Plane Array
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•  1 Pick-Off Mirror
•  2 Slit Assembly
•  3 Pass Filter Location
•  4 Collimator
•  5 Cross Dispersion Grating
•  6 Echelle Grating
•  7 Camera Mirror
•  8 Focal Plane Array
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Figure 7-5 Short-high module optical components and paths

Long-High Module
 The long-high module is a cross-dispersed echelle spectrometer, which covers the nominal
spectral range from 19.0 – 37.0 µm at R ≈ 600.  The plate scale is 4.8"/pixel.  It has a small
overlap with the short-high module.  The long-high aperture is a single slit of 2×5 pixels. Its
length is limited so that nearly an octave of a cross-dispersed echelle spectrum can be fit onto
the 128×128 array without spatial overlap of orders.  The detector is a Si:Sb BIB array.  Figure
7-6 depicts the module components and the optical paths.

•  1  Pick-Off Mirror
•  2  Sli t Assembly
•  3  Pass Filter Location
•  4  Collimator
•  5  Cross Dispersion Grating
•  6  Echelle Grating
•  7  Camera Mirror 1
•  8  Field Stop
•  9  Camera Mirror 2
• 10  Fold Mirror
• 11  Focal Plane Array
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Figure 7-6 Long-high module optical components and paths
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7.1.2.3 SPECTRUM  QUALITY

One of the main goals of In-Orbit-Checkout (IOC) is to characterize the optical quali ty and
performance of the IRS.  Given the unavoidable high thermal background on the ground the
IRS test faciliti es cannot provide most of this information before launch.  As soon as in-flight
data become available this section will i nclude the characterization of:

• Point-spread functions for each wavelength
• Energy distribution plots.
• Spectral overlap between orders in the low-resolution modules
• Stray light analysis
• Ghost images

7.1.2.4 IRS ARRAY IMAGES

The following section shows “ typical” data obtained during ground tests to ill ustrate the data
products and image format from the IRS.  Details on all modules are given in the captions of
Figure 7-7, Figure 7-8, and Figure 7-9.
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Figure 7-7 Raw data from the shor t-low (left) and long-low (r ight) module.  The
images were obtained dur ing ground testing of the instrument.  Both images show
the difference of two extended black-body sources of 60oC and room temperature,
respectively.   The dark absorption band in the upper left corner (1st order ) of the
short-low module is due to the sili con neutral density fil ter used for ground testing.
Most of the spectral structure or iginates from atmospheric H2O and CO2.  Both
modules benefit from a 1st order over lap (above the central 2nd order spectrum)
which is about 1 µµm wide for the SL (7.5 – 8.5 µµm) and 0.5 µµm wide for the LL
module.  This “ spectral bonus” allows observations of the 5 – 8.5 µµm region with
only one (sub-) sli t sett ing and somewhat reduced S/N.  The shor t-low image also
shows the two peak-up fields, which were saturated in this exposure.  The difference
image is therefore zero.  Around the edges the images go from saturated to low
values thus producing the br ight r im.  The long-low image shows the 1st order (20.5
– 40 µµm) on the left and 2nd order (14 – 21 µµm) on the right.  Two absorption
features from H2O and CO2 are indicated.
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Figure 7-8 Raw data from the shor t-high (left) and long-high (r ight) module.  Both
images show the difference of two extended black-body sources of 60oC and room
temperature, respectively.  Both images contain many atmospheric H2O absorption
features, and the shor t-high image shows a pronounced CO2 absorption feature in the
lower half of the 4th spectral order from the left.  The periodic structure along the
spectra is due to fr inging.  Both images show the typical layout of a cross-dispersed
echellogram.  On the left, wavelength increases from r ight to left.  On the right,
wavelength increases from left to r ight with diffraction order and from bottom to top
within each diff raction order

Figure 7-9 Image of a point source in the SL module blue peak-up field.  For a
description of the peak-up algor ithm see section 7.2.3.3.
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7.1.3 Detectors

 Each of the four optical modules incorporates a single 128×128 BIB FPMA (blocked impurity
band focal plane arrays).  Two detector arrays are arsenic doped sili con (Si:As), and two are
antimony doped sili con (Si:Sb).  The Si:As arrays operate over a 5 – 26 µm wavelength
window.  The Si:Sb arrays operate over a 14 – 40 µm window.  Each array is electrically
connected to the “Cold Interface Board” (CIB) located within the Cold Instrument section on
the IRS baseplate via dedicated short cables.  The CIB provides a reliable means of signal
interconnect and distribution between two distinct conductor/connection requirements.  As the
Combined Electronics is redundant (Side A and Side B), the CIB provides a means of signal
distribution to each of the four instruments.
 

7.1.3.1 BASIC ARRAY PARAMETERS

Detective Quantum Efficiency (DQE)
 The DQE is a function of wavelength λ and bias voltage.  In Si:Sb arrays, an increase in bias
voltage leads to an increase of DQE at longer wavelengths (> 36 µm), see Figure 7-10.
However, it also exacerbates the dark current associated with radiation damaged pixels.  A
performance optimization metric was devised which uses radiation test data and responsivity
vs. wavelength measurements on Si:Sb detector material to calculate the optimum bias voltage
for a given proton dose.
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Figure 7-10 DQE for the Si:Sb arr ays as a function of wavelength for different bias
sett ings. The DQE declines linear ly from 20% at 30 µµm to almost 0% at 40 µµm, at the
optimal bias for best performance over the 14 – 36 µµm interval.  At higher biases, for
which radiation hardness criteria are waived, the linear decline in DQE is from 30% at
30 µµm to 5% at 40 µµm.
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Array Temperature Control and Annealing

 In order to achieve optimum performance, the FPMA temperature must be closely controlled.
Once an IRS observing cycle has commenced, focal plane array temperature stabili ty over the
entire observing cycle (~ 12 hours) is within 0.1 K.  Because charged particle radiation
damage accumulation on the pixels causes an increase in baseline dark current, periodic
annealing is required to reestablish this baseline.  Raising the temperature (annealing) of the
array to 20K (+10K/-0K) for a minimum time of 1 minute accomplishes this action.  Currently
it is planned to anneal the IRS detectors about twice a week in orbit.
 

  ArrayTemperature Range  Thermal Stabili ty
 Si:As  4.7 to 6.2 K  30 mK over a 600 second interval
 Si:Sb  3.8 to 5.0 K  20 mK over a 600 second interval

Table 7.3 Detector operating temperatures

 

7.1.3.2 PERFORMANCE CHARACTERISTICS

At the time of writing, the instrument has just completed its final cold test cycle for instrument
characterization.  Although further analysis of some test data is required, information is
available on the following topics:

1. Photometr ic response – Stimulator tests have shown that the combination of stimulator and
detector response stabilit y is better than 1% over multiple cool-downs separated by months, and
that the responsivity of the detectors are un-affected by radiation.  Overall photometric accuracy
depends upon the pointing accuracy selected in the AOT (see below) but can be as good as 5%.

2. Effect of overexposures – Collection of over 300,000 electrons per pixel before a reset can cause
a 1-2% reduction in responsivity in the pixels affected, for a period of approximately one hour.

3. Read noise – The read noise is 30 electrons in RAW mode with 16 samples.
4. Dark Current – At a bias of 1.5 volts, the dark current is less than 10 electrons per second for the

Si:As arrays and less than 40 electrons per second for the Si:Sb arrays.
5. Gain – The gain is 4.6 electron per DN.
6. Pixel Masks – The pixel badness criteria are having a dark current greater than 40 electrons per

second in Si:As or greater than 160 electrons per second in Si:Sb, or, a responsivity less than 50%
(or greater than 150% of the median responsivity of the array).

7. Dark Frames – Since the IRS has no internal shutter, reference frames are not truly dark.
Reference spectra are collected at the ecliptic poles, or near the target if the local background is
significantly different from the high latitude zodiacal sky.

8. Flat Fields – Flat field frames will be obtained from differences of zodiacal sky measurements at
low and high ecliptic latitude, or from scanning a stellar sources along the slits.

9. Cosmic Ray Transient Effects – Proton irradiation shows no cosmic ray transient effects after
the usual boost/reset sequence.  However, there may be transient effects within a given ramp for a
small number of reads before the next boost/reset.  These are currently under study.

10. Background – Typical ecliptic pole photocurrents for the short-low, short-high, long-low, and
long-high modules are 14, 3, 70, and 8 electrons per second respectively, at nominal operating
biases.

11. Bias – Nominal operating bias will be 1.5 volts for the Si:As arrays and 1.6 volts for the Si:Sb
arrays.
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12. Latent Images – Latent images are suppressed to less than the 1% level between science ramps
by the detector clocking patterns, and by keeping the detector as warm as possible without
increasing the dark current.

13. Droop – Droop is a slope proportional to the photocurrent summed over all pixels, which is added
to every pixel of the array when it is non-destructively read in RAW mode.  Noise measurements
show that this slope is a MUX artifact, not a true current.   The droop coupling constant
(droop/(total array photocurrent)) is typically 3x10-5 for all arrays, which is equivalent to a ratio of
droop to average array current of 0.48.  Droop is present in all IRS arrays.

14. Well Depth – Well depth, defined as the point at which the differential responsivity has fallen to
90% of its small -signal value, exceeds 2x105 electrons for Si:As and 105 electrons for Si:Sb.

7.1.4 Combined Electronics

7.1.4.1 HARDWARE

Overview
The architecture of the combined electronics (CE) subsystem incorporates two independent
and redundant electronics boxes (A & B).  The selection of the active box is done by the
Spacecraft. The electronics subsystem is designed so that it will meet all of its performance
requirements within 30 minutes of being turned on. Due to the different locations for the A
and B side boxes in the spacecraft bus, side A can meet its performance requirements more
rapidly after turn on than side B. This, together with other operational advantages in using side
A, indicate that this side will be baselined for use, with side B only being used in case of a
fault in the A side.

The Combined Electronics are used to operate both the IRS and MIPS cold instruments,
although only one instrument can be used, or even powered up, at a time. While using the IRS
separate circuit boards in the Combined Electronics handle focal plane array clocking, focal
plane array out signal conditioning, communication with the spacecraft, command and data
processing, and engineering data collection functions. The command and data processing
board is based on a RAD 6000 CPU.

When the IRS is operating all of its four focal plane arrays are clocked simultaneously
together. The on-chip output drivers are independently powered, so that any number of the
IRS arrays can be powered on at a time. However, the array outputs are multiplexed to the
analog signal conditioning circuit so that it is possible to only read out one array at a time.

Analog Signal Conditioning
The Si Analog Signal Processing electronics provide the capabili ty to read output signals from
the Si detectors. Figure 7-11 is a block diagram of the signal path for the Si detector(s)
outputs.
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Figure 7-11 Si Detector output signal path (one of four parallel paths)

The Si Analog Signal Processing electronics provides signal output and processing for up to
five Si arrays on a 5×4 channel multiplexer with four channels per array.  The output signal is
1.2 µV per electron, saturating at 200,000 electrons full well , with negative going output
polarity for increasing detector charge.

Array Clock and Operation
There is no provision for accessing only a subset of the array.  The Si Analog Signal
Processing electronics provides four Si clocks. Observation modes for the IRS require
clocking the Si detectors using the timing patterns specifically are defined below.  The Timing
Pattern Generator (TPG) is used to clock the Si detectors.  In order to discuss the IRS array
clocking and data collection it is necessary to define a few terms:

Sample: 16 bit integer resulting from a single A/D conversion of a pixel signal.
Frame: A single clocking through a detector array, visiting every pixel.  There are four

frame types used in observations:
 i. Sample Frame: A frame in which each pixel is sampled.
 ii . Reset Frame: A frame in which each pixel is reset.
 iii . Boost Frame: A frame in which each pixel is reset with a boost voltage

applied.
 iv. Spin Frame: A frame in which each pixel is just addressed. No read or reset is

applied.  Spin frames allow continuous clocking patterns without affecting the
charge of a pixel.

Frame Count: The number of sample frames.
DCE:  Data Collection Event.  A DCE may contain multiple groups.
Observation: The set of all exposures required to accomplish a single Astronomical

Observation Request (AOR).
Spinning Double Corre lated Sampling (see below): Sample the first frame after a reset

frame and the frame just before the next reset, with spins in between.
IRS Raw: Sample and spin frames between a reset frame and the next reset/boost frame.
Frame Time: Time required to clock through one Si frame. IRS frame times are in standard

seconds (derived from a 40 MHz oscill ator on the I/O board).
Exposure Time: Time the Timing Pattern Generator is running during an IRS exposure.
Effective DCE Time: Time the Timing Pattern Generator is actively collecting valid data.

The time between detector resets.
DCE Time: The time between and including detector resets (=effective DCE time + reset

time).
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When a Si detector is clocked, the CE Timing Pattern Generator provides the following
options:

1. Access a pixel and do nothing else.
2. Access a pixel, sample its level.
3. Access a pixel, reset its integrating capacitance.

Two data collection techniques will be used in general science data collection:

Double Correlated Sampling (DCS)
Figure 7-12 shows the parameters for the spinning double correlated sampling technique.
Following an initial series of bias boost and reset frames, each pixel is sampled.  The total
time required to sample every pixel in the array is called the frame time.  Several successive
spins through the array are then carried out in which each pixel is accessed but not sampled.
(Note that the frame time and the spin time are equal).  After a specified number of spins, the
pixels are again sampled, and the difference between the two samples at each pixel is saved
and stored as an image.  Each DCS Mode sub-exposure will generate a single 128×128×16 bit
image.
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Figure 7-12 Double Corre lated Sampling Technique

Raw Data Collection

Figure 7-13 shows the parameters for the raw data collection technique.  Following an initial
series of bias boost and reset frames, each pixel is sampled.  The total time required to sample
each pixel in the array is called the frame time.  There may be spin frames in which each pixel
is accessed but not sampled.  Every time the pixel is sampled, the data from each sample are
saved and stored as an image to be sent to the ground for processing.  Each IRS raw mode sub-
exposure will generate N, 128×128×16 bit images, where N is the number of commanded raw
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sample frames.  Note that some combinations of clocking patterns and frame times will be
ineff icient or otherwise undesirable.  Hence, the IRS AOT form described in section 7.2.3 will
offer only a subset of all possible selections.
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Figure 7-13 Raw Data Collection Technique

Radiation Effects
The high-energy radiation environment for the IRS system consists primarily of

(1) cosmic ray protons and heavy ions
(2) solar protons and heavy ions

These particles range in energy from a few eV to over 1 GeV.  The peak fluxes and total
fluences of these particles will vary with the level of solar activity and are in the order of 2 –
16 protons cm-2 s-1.  SIRTF is expected to operate in solar maximum conditions throughout the
first 2.5 years of its li fetime.  These environments can cause a variety of effects in the IRS
system, manifesting as both long-term degradation and abrupt changes of electronics and
optics.

The Combined Electronics is designed to withstand the total radiation dose estimated over a 5-
year mission. However, since the largest contribution to the accumulated radiation dose
damage occurs during unusually large solar flares, the Combined Electronics may be turned
off during these events. The radiation damage to un-powered electronic devices drops to 10%
of the damage that occurs while they are powered up.
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7.1.4.2 SOFTWARE

Control Section Flight Software

 The Control Section Flight Software (CSFS) is the main control and coordination center for
the IRS (and MIPS) instruments.  The flight software will reside in the RAD 6000 CPU.
Although certain survival commands and engineering telemetry data are passed between the
instrument and the spacecraft directly, the major command and telemetry functions are
provided by the CSFS.  There are no software state or operations mode changes that are
selectable by the science observer. Upgrades to the software and updates to the IRS software
patchable constant table are maintained by the SIRTF Flight Operations and Science
Operations teams.

IRS Control Section Flight Software Functional Overview
 
 The CSFS provides the following capabiliti es:
 

• Receive and process command data.
• Control and coordinate the IRS instrument activities based on defined operational

parameters within the accepted commands.
• Configure the IRS detectors and control the collection of the science and calibration image

data via the Si FPA electronics interfaces.
• Perform Peak-Up target acquisition using the IRS Peak-Up detector.
• Gather, format, and output both engineering and science telemetry data.
• Control each of the instrument stimulators.
• Monitor instrument safety parameters and maintain the instrument in a safe configuration.
• Perform memory self-tests.
• Initialize and maintain the Control Section (CS) electronics and software systems of the

instrument.
• Monitor and control each of the instrument FPA temperatures.
• Control the annealing and radiation mitigation of each of the instrument FPAs.

7.2 How to use the IRS

7.2.1 Performance of the Instrument

7.2.1.1 INTRODUCTION:  SIGNAL-TO-NOISE (S/N) CALCULATIONS

The following section gives an introduction into signal-to-noise calculations.  Observers who
are satisfied with the sensitivity plots shown in section 7.2.1.2 can skip this section.  We
calculate the noise-equivalent flux density (NEFD, colloquially referred to as “sensitivity” ) for
the IRS in the following steps:
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1. The background photo-current from sky and telescope is given by:

isky =  (λBλ/hc)AΩ∆λτηG  

where h is the Planck constant, and:

Bλ =  fstray (1/λ)4 5.998×1022 Σ εi/(e
14387/λTi    − 1) hc / λ

fstray =  the ratio of total sky throughput to that of an ideal f/12 telescope
AΩ =  the telescope throughput in cm2sr-1

∆λ = the spectral bandpass falli ng on one pixel (= λ/R).  Note: while there are 2
pixels per resolution element, the slit width is also two pixels. Hence, ∆λ is
proportional to the slit width if the spectral plate scale is unchanged.

τ = the cold optical throughput for extended sources (i.e., omitting slit l osses)
ηG = the detector responsivity (electrons per photon)  [= (η/β)βG]
βG = the gain-dispersion product

2. The total noise in electrons per pixel is the sum of the photo-current shot noise, dark
current shot noise, and read noise and is given by:

N = √{ iskyβGtint + RN2 + idβdGdtint}

where _d denotes dark current, and:

RN = the read  noise in electrons
tint = the integration time in seconds
and.

3. The per-pixel photocurrent for a 1 milli -Jansky source is:

SmJy = 1.511π(D2/4)τtelτalignττslitηGtint/4R

where:

1 mJy = 10-26erg cm-2Hz-1

D = the telescope aperture (units cm2)
τslit = the throughput of a point source with angular diameter λmax/D through the

slit .  The factor of 4 comes from dividing the point source flux over 2 pixels per
spectral resolution element and 2 pixels spatial extent.

This is used to convert between the flux density in Jansky and e- / s.

4. Then the 1-σ staring point source continuum sensitivity (PSSC) in milli -Jansky at full
resolution of the spectrograph, is:

PSSC = α N/SmJy

where the factor α accounts for the variation in PSF with wavelength and details of the
point source extraction; its value lies between 0.8 and 1.2. The 1-σ staring point source
continuum sensitivity (in mJy) smoothed, in mJy at the required resolution of the
spectrograph (Rreq = 50) is referred to the PSSCS, and is given by PSSCS = PSSC (Rreq
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/ R)1/2. The spectra are smoothed from R to Rreq and the S/N is assumed to increase as
the square root of number of pixels averaged; suitable sub-pixel smoothing assumed.
This is the quantity given in the sensitivity charts below.

5. The 1-σ staring point source sensitivity, for unresolved lines (in Wm-2) is then

PSSL = 3×10-15 PSSC / Rλ

where 3×10-15 = c (3×1014µm/s) (10-29Wm-2Hz-1/mJy).

7.2.1.2 SENSITIVITIES OF THE 4 MODULES

This section provides sensitivity curves for all four IRS modules.  Figure 7-14 shows a
comparison between the 4 modules.  Plots of the point-source staring mode continuum
sensitivity of the short-low and long-low module based on scalar grating diff raction theory are
shown in Figure 7-15 and Figure 7-16, respectively.  Plots of the point-source staring mode
(unresolved) line sensitivity of the short-high and long-high modules are shown in Figure 7-17
and Figure 7-18, respectively.  These plots also show the sensitivities for the 4 integration
times that are selectable from within the AOT.  In all figures, the requirement and
performance are based upon the infrared background at the South Ecliptic Pole.  Note that the
scaling sensitivity, ~√tint , only applies to the background or dark current limited case (i.e.,
longer integration times).  There are no line sensitivity plots shown for the low-resolution
modules since they are not the recommended instruments for this kind of observations.
Finally, Figure 7-19 shows the saturation limits for bright point sources for the shortest ramp
times.

1-σσ IRS continuum sensitivity
at 512s integration time and 90o ecliptic latitude 
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Figure 7-14  1σσ continuum sensitivity of all 4 modules in a 512 second integration
time
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SL sensitivity at AOT integration times
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Figure 7-15 Short-low 1σσ point source (PSSCS) continuum sensitivity after
smoothing to a resolution of R=50.

LL sensitivity at AOT integration times
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Figure 7-16 Long-low 1σσ point source (PSSCS) sensitivity after smoothing to a
resolution of R=50.  This figure shows results for the optimum ear ly-mission (low
radiation dose) bias of 1.6 V.
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SH line sensitivity at AOT integration times
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Figure 7-17 Short-high 1σσ point source (PSSL) sensitivity to an un-resolved
emission line.
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Figure 7-18 Long-high 1σσ point source (PSSL) sensitivity to an un-resolved
emission line.  This figure shows results for the optimum ear ly-mission (low
radiation dose) bias of 1.6 V.
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Satur at i on  l i m i ts o f the  IR S fo r  th e sho r tes t  A O T r am p t im e
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Figure 7-19 Saturation levels for the shor test ramp available in the AOT.  For
flux densities at a given wavelength which exceed these limits, at least one of the
samples will be off-scale.  Flux densities up to 3 times greater  will have at least
two unsaturated samples.  The observer may decide whether the science can be
accomplished if the spectrum is saturated in some spectral or spatial regions, and
not in others.

7.2.1.3 EXAMPLE:  A SIMULATED HIGH-RESOLUTION SPECTRUM

Figure 7-20 shows a simulated IRS high-resolution spectrum.  The simulation shows the
expected signal from a starburst galaxy at a redshift of z = 1 normalized to an IRAS 25µm flux
of 50 mJy, after an integration time of 128 seconds (per module).
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Figure 7-20 Simulated IRS high-resolution spectrum.  The spectrum is based on
the ISO-SWS spectrum of M82 (Sturm et al. 2000).

7.2.2 Observing T ime Estimation

There are two basic time components associated with IRS observing.  The first is the
integration time, or the time “on source” .  This is the time spent taking spectra, and does not
include such activities as peak-up or moving the target between adjacent slit positions.  The
second time component is observational overhead.  This includes the reset and conditioning
frames taken at the start of each ramp, the peak-up, all telescope motions within the AOR, and
a generic slew overhead to account for the time it takes for the initial (large) slew to the peak-
up or science target.  Together, the integration and overhead times are added to estimate the
total AOR duration.  It is the AOR duration that an observer must request in his/her proposal.

For most targets, except perhaps for some clusters, the dominant overhead term will be
contributed by peak-up.  Much of the time associated with the peak-up process is spent
waiting for the telescope to settle before the spectroscopic integrations are started.  This is
criti cal i f the Observatory is to accurately place a science target on the relatively narrow IRS
slits.

For example, a high accuracy peak-up on a faint target can take over 350 seconds, more than
60% of which is spent simply moving and settling the telescope.  During the peak-up process,
two sets of images are taken.  The first peak-up image set (three DCS exposures) is taken at
the initial pointing (probably close to the center of the selected peak-up field) while the second
peak-up image set is taken with the peak-up target on the “sweet spot” of the selected array.
The sweet spot is simply the part of the array where the most accurate centroid determination
can be made.  The location of the sweet spot will be determined during IOC.
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7.2.3 Astrono mical Observation Template (AOT) Description

7.2.3.1 STARING MODE SPECTROSCOPY

Staring mode is the basic “point and shoot” operating mode of the IRS.  In this mode,
science targets are placed on one of more of the IRS slits for a specified integration time
before the array is read out. The IRS Staring Mode AOT provides a step-by-step, web-based
form through which the potential IRS observer can uniquely specify a staring mode
observation.  Staring mode includes both Standard Star ing, and Step-and-Stare (see
below).  The target parameters (e.g., name, coordinates), spectral wavelengths desired (slits),
and method of target acquisition (peak-up) are input by the observer.  An estimate of the
total observation time, the overhead times, the observation windows and slit position angles
(P.A.) for each window, and a means to save the planned observation in ASCII format are all
provided by the software.  A completed and validated AOT results in an AOR (Astronomical
Observation Request), which is essentially a SIRTF command sequence designed to perform
the observation.   Below, we describe each of the major sections of the IRS Staring Mode
AOT.

Figure 7-21: The IRS Star ing Mode front end

Target Specification:  The first entry in the AOT form (and one that is common to all
SIRTF AOTs) is the specification of science target.  By selecting the Targets menu from the
top of the AOT, a window is generated which allows entry of a target name and one of f ive
target types: (1) Fixed Single, (2) Fixed Cluster-offsets, (3) Fixed Cluster-positions, (4)
Moving Single, or (5) Moving Cluster.  By clicking on the tabs for one of these choices, the
appropriate panel opens allowing for input of the coordinates and proper motions for fixed
objects, or the individual moving target identifier (NAIF ID) for solar system objects which
require tracking (Figure 7-22). Once the targets have been entered into the AOT, a Target
List is automatically generated by the program.  All targets in this li st are accessible to the
observer for any of the SIRTF instruments and any of the AOTs, and the observer can easily
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select targets from this li st for one or more observations.  The visibili ty of the targets to
SIRTF can be checked at this point, and once a specific observable date is selected, the IRS
slit position angles (East of North) can be estimated.  The slit positions angles for the
selected observation date are reported automatically.  There are two bright solar system
target avoidance boxes in the target panel.  One is labeled “Earth” , and covers the Earth and
the Moon.  The second is labeled “Others” and covers the major planets (excluding Pluto)
and the five brightest asteroids.  See the help menu for a more complete discussion.  To place
your targets in the AOT you can either enter them directly via the appropriate target panel, or
have them read in from a pre-assembled list.

Peak-up:  After the target is specified, the observer must decide on a peak-up option.  The
motivation for having an on-board peak-up capabili ty is essentially two-fold.   First, since the
IRS slits are relatively narrow compared to the nominal pointing accuracy of the
Observatory, it will often be necessary to perform a peak-up before starting a spectroscopic
integration in order to achieve a given photometric accuracy (or even ensure that the target
lands in the slit ).  Second, an on-board peak-up allows an observer to obtain a spectrum of a
source even if its coordinates are not precisely known – as long as it is known to be bright
enough for the peak-up to function properly.

Figure 7-22 IRS Target selection window

There are three peak-up options available: “ IRS Peak-up” , “PCRS Peak-up” , and “No Peak-
up” .  The “ IRS Peak-up” option uses software resident in the Combined Electronics (the CE)
to accurately find a target on one of the two IRS peak-up fields of view (blue or red) before
offsetting the science target to one of the IRS slits.  The blue peak-up filter covers the 13−18.5
micron wavelength range, while the red peak-up filter covers the 18.5−26 micron wavelength
range.
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Besides the peak-up filter, the observer must select one of three levels of accuracy for the
peak-up, “High” , “Moderate” or “Low” .  These make use of three specific pointing protocols
of SIRTF, designated as  “Hard Point 1” , “Hard Point 2” and “Quick Point” , which give
positional uncertainties in placing and holding the science target on the slit of 0.4, 1.0, and 2.0
arcseconds  (1-σ, radial), respectively.  Table 7.4 gives the photometric uncertainties for the
four modules corresponding to Hard Point 1 (HP1), Hard Point 2 (HP2), and Quick Point
(QP).

The manner in which the Hard Point 1, Hard Point 2, and Quick Point protocols are used to
achieve the selected High, Moderate, and Low accuracy specified in a given AOR depends
upon whether a single target or a cluster is being observed.

Given the substantial overheads associated with peakups, observers should think carefully
about the absolute flux uncertainties required for a given science program and avoid
specifying higher accuracy pointing than required. High accuracy pointing would be difficult
to justify in a wide slit , for example, especially considering that the absolute flux uncertainties
given in Table 7-4 in that case are comparable to or lower than the requirement on the science
data pipeline processing.

For a single target, no matter how many modules are requested in the AOR, a single peak-up
is done at the beginning of the sequence.  If High accuracy is requested, the Hard Point 1
protocol is used.  For Moderate and Low accuracies, Hard Point 2 and Quick Point protocols
are used, respectively. Multi -module observations are always scheduled in the order of
narrowest-to-widest slit .  The accuracy of positioning the object degrades by approximately
0.2 arcseconds added in quadrature for each move.   Since an object is observed at two
positions in each sub-slit specified, the total number of moves for a given AOR is 2n – 1,
where n is the number of sub-slits requested.

For a cluster, all targets are observed with a single module first, before moving to another
module.  If a peak-up is requested, it is done at the start of each set of observations with a
given module.  Whether or not intermediate peak-ups are done within the cluster AOR
depends upon the number of targets and modules (slits) requested.  Specifically, it is the
number of moves of the telescope that determines if and when intermediate peak-ups are
required.  This is calculated by software and is not selectable by the observer.  Two different
circumstances are recognized, use of the narrow (short-lo and short-hi) slits, or use of the wide
(long-lo and long-hi) slits.  If the short-hi slit i s used and a high accuracy peak-up is requested,
a HP1 peak-up is performed for every target in the cluster.  This is very costly, but the only
way to ensure high accuracy for all targets in the cluster.  If moderate accuracy is requested,
an HP1 is performed at the start, and then again after 11 moves of the telescope.  If low
accuracy is requested, an HP2 peak-up is performed at the start, and then again after 37 moves
of the telescope.  These combinations of initial peak-ups and number of moves have been
selected in order that (at a minimum) the requested accuracy is attained for all targets in
the cluster.  For the wide slits the logic is slightly different.  For example, if the long-lo slit i s
in use and a high accuracy peak-up is requested, a HP1 is performed at the start, and then
again after 11 moves of the telescope. If moderate accuracy is requested, an HP2 peak-up is
performed at the start, and then again after 37 moves of the telescope.  Finally, if low accuracy
is requested, an HP2 peak-up is performed at the start, but no intermediate peak-ups for that
slit .
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HP1 HP2 QP
Positioning accuracy
(in arcsec)

0.4 1.0 2.0

Photometr ic uncertainty
(for Short-low)

15-20% 37-42% ~100%

Photometr ic uncertainty
(for Short-high)

5-10% 15-20% 45-55%

Photometr ic uncertainty
(for Long-low & Long-high)

2-5% 5-10% 15-20%

Table 7.4 Initial Photometr ic uncer tainties for var ious peak-up
options

An IRS peak-up can be performed on either the spectroscopic target itself, or a nearby (∆R <
30 arcminutes, TBD) object whose offsets from the science target are accurately known.  If an
offset peak-up target is desired, the observer can enter this directly into the AOT (see Figure
7-23).

The IRS peak-up capabiliti es for moving targets are limited to peak-up on the science target,
or peak-up on an offset target, co-moving with the science target.  An IRS peak-up on an
inertial target, followed by an offset to a moving science target, is not currently supported.
This capabili ty will be explored during IOC.  To take spectra of a single moving target, and
also peak-up on that target, enter the target as a “moving single”.  Then in the IRS AOT, set
the peak-up offsets as zero in R.A. and Dec.  In the case where you want to observe a single
moving target but peak-up a co-moving offset source, enter the science target as above, but
enter the co-moving peak-up source position in the peak-up target offset entry box.  If instead
you want to peak-up on a moving target (for which you have a NAIF ID) and then observe one
or more co-moving positions, enter this target as a “moving cluster” with the target for which
you have the NAIF ID as the “primary target” and the offset(s) you wish to observe as the
cluster position(s).  Here, the peak-up will be performed on the primary target, and spectra will
be obtained at the primary and offset positions.  If you wish to peak-up on the primary target
but not obtain a spectrum of it, simply check the “observe offsets only” box in the moving
cluster target entry window.

For both fixed and moving targets, where IRS peak-up has been specified, the peak-up target
flux density must be entered into the AOT. Currently, this flux density is only used as a check
to make sure the peak-up target is suitable.  In a future version of SPOT, the flux density will
be used to select the correct integration times for peak-up from among a limited set of
exposure times (see section 7.2.3.3).  When using the IRS peak-up, the observer is able to
select either the point source (nominal) or extended source option.  This option is not
available for the PCRS Peak-up.  The point/extended source selection sets important
parameters in the peak-up software which are required to accurately centroid on an extended
source.  We strongly recommend that, whenever possible, all observers requir ing an IRS
peak-up use a point source (see section 7.2.3.3).

The second peak-up option (panel) available is the “PCRS Peak-up” .  This choice selects the
Pointing Calibration & Reference Sensor as the peak-up instrument.  The PCRS operates in
the visual part of the spectrum (from 5050 – 5950 Å) and its main function is to calibrate and
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remove the drift between the star trackers and the telescope.  The PCRS can measure the
centroid of stars in the 7 mag < V < 10 mag range to an accuracy of 0.14 arcsec (1σ radial).
As in the case of the IRS Peak-up, for an inertial science target, the observer has the choice of
peaking up on the science target itself, or an offset star.  However, given the large wavelength
difference between the PCRS and the IRS detectors, it is strongly recommended that the PCRS
only be used to peak-up on a offset stellar source with a known visual magnitude.  The
primary reference catalogue for the PCRS will be the Tycho star catalogue.  The field of view
for the PCRS is 40×40 arcseconds, comprised of a 4×4 array of 10 arcsec pixels.  The PCRS
therefore, functions more like a “quad cell ” centroiding device than a standard CCD (which
adequately samples the PSF).

The third peak-up option is “No Peak-up” .  In this case, the telescope will slew to the
observer-specified science target position, wait for the nominal settling time, and begin the
spectroscopic observations.

Although the proceeding description of the pointing system reflects our current
knowledge, it is li kely that this will change substantially dur ing, and immediately after,
IOC.  Therefore the pointing accuracies and associated AOT expansion logic would
change, accordingly.

 
 

 Instrument Sett ings:  In the third section of the Staring Mode AOT, the observer specifies
the spectra to be obtained with the IRS.  Since each IRS slit corresponds to a particular
wavelength region and a particular spectral resolution, there are six slits to choose from since
the short-low and long-low modules have two sub-slits each.  There are three choices to be
made for each slit . First, the observer must enable a slit by turning it “on” .  For each slit , the
observer must select from one of four “ ramp durations” and then enter the number of “cycles” .
The ramp duration is the time between the first and the last non-destructive read of the array,
and corresponds to the “effective exposure time” in Figure 7-13.  The shortest ramp duration
for all of the slits is six seconds.  The longest ramp duration for the slits varies from 120
seconds to 480 seconds depending upon the module.  The ramp durations have been chosen by
the IRS instrument team to provide the highest dynamic range, while minimizing the number
of variations that require routine calibration in orbit. Note that the IRS modules reach
background-limited performance in typically less than 90 seconds (varying with wavelength
and resolution). Longer ramp durations are a compromise between smaller overhead times and
the effect of cosmic ray hits, for which no recommendation can be given at this time. The
cycles parameter is the number of times a given spectrum is repeated, before moving on to the
next slit position, or the next target.  Since we always observe each target at two slit positions
in standard staring mode (see below), the choice of a single cycle will result in two,
independent spectral ramps.
 
 The Observation Type can be specified as either Standard, Step-and-Stare, or Peak-up
Only.  Standard staring mode places the target at the two nominal slit l ocations for each
requested slit .  The Step-and-Stare option instead moves the telescope such that the slit steps
across the target in observer-selectable increments (in units of arc-seconds). Under the
Standard option, each target is placed at two locations per slit , nominally 1/3 and 2/3 of the
way along the length of the slit .  For Step-and-Stare, each target is placed only at the center of
each slit .  A spectral ramp is taken at each position in the slit .  For example, in Standard
staring mode, the choice of a 480 second ramp in the short-high module would produce two
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spectra, each of which is 480 seconds, from two positions in the short-high slit .  For Step-and-
Stare, only one 480 second ramp would be produced.
 
 The number and size of the steps perpendicular and parallel to the slit must be input by the
observer if Step-and-Stare is selected.  For each leg of a Step-and-Stare map, the steps
perpendicular to the slit (if any) are performed before the steps parallel to the slit (if any). The
number of cycles is defined exactly as it is for standard staring mode, i.e. the number of
repeats of a given ramp exposure without moving the telescope.  However, in step-and-stare
there is an additional parameter, “Number of Maps” , which indicates the number of times the
entire pattern (on the sky) is to be repeated.  Both the cycles and the number of maps default to
unity.  It is important to note that the precise orientation of the step-and-stare pattern on the
sky cannot be specified without constraining the time of the observation.  Also, since the IRS
slits are not parallel to each other in the focal plane, observations using more than one slit will
generally not have the same major and minor axes on the sky.  Since only one slit at a time is
selectable for the Step-and-Stare option, a multi -slit observation in this mode, which requires a
certain slit angle, must be built up of more than one AOT.
 
 The Peak-up only observation type is intended to provide “early acquisition” functionali ty to
the IRS staring mode.  In a Peak-up only observation, the peak-up algorithm is run in its
normal fashion (see section 7.1.3.3 below) but no spectroscopic data is taken.  This may be
useful in cases where long spectroscopic observations are needed, but no obvious peak-up
target presents itself from other ground-based or space-based data.  The peak-up images and
the position of the target selected by the software are sent to the ground in this mode.  Since
the peak-up software runs its normal course here, the overheads (including the initial slew
overhead and the settling times within the peak-up process) are significant.  The DCS images
will be dark current subtracted, cleaned of cosmic rays, and flat-fielded on board (as is done
for all peak-up data) and these images will be made available to the observer for planning
future IRS spectroscopic observations.
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Figure 7-23 IRS Star ing Mode instrument sett ings

 
 
 Source Flux Density: After the target and observation have been entered, the observer enters
the average source flux density (over the requested wavelength ranges).  In a future release of
SPOT these flux densities will be used to calculate the signal-to-noise ratio for each requested
spectrum.  When the “Source Flux Density” button is clicked, a new window (Figure 7-24) is
generated with fields to input the flux density of the source (in mJy) for each wavelength
region being observed.  Currently, the flux density at the center of each selected wavelength
region is required.  The wavelength regions are labeled by the central wavelength of the band.
For example, the high-resolution 19-37 micron slit i s designated in the source flux density
window as “28 microns” and the observer should input the approximate flux density of the
source at that wavelength.
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Figure 7-24 IRS source flux density window

 
 Compute Observation Estimates: The final section of the AOT uses the target and
instrument specifications to compute the following quantities for the experiment: (1) the
signal-to-noise ratio (not yet implemented), (2) the slew time in seconds, (3) the settle time in
seconds, and (4) the AOR duration in seconds.  The duration includes all overheads within the
AOR.
 
 

 

Figure 7-25 IRS time estimation window

 

7.2.3.2 SPECTRAL MAPPING

Commissioning of the IRS Spectral Mapping Mode is deferred until after launch. For
completeness, we describe its basic functionali ty here.  In the IRS Spectral Mapping mode, the
telescope is commanded to scan continuously in a direction which is perpendicular to the
chosen IRS slit (s).  As with the Staring Mode, the observer simply selects the exposure time,
and the scan rate is then automatically set so as to provide two full read outs of the array per
slit crossing. That is, an observer will get two full ramps of spectral data no matter what
exposure time is chosen.  A list of the available scan rates for each slit i s given in Table 7-5.
The observer can choose any combination of the IRS slits in spectral mapping mode, and there
is a simple way to select both of the short-low and long-low sub slits to enable easy mapping
of extended sources.  For each scan, the observer must specify the scan leg length and the step
size.  The scan leg length is selected as integer multiples of the slit width.  The step size is
selected as one of a limited number of fractions of the slit l ength (0, ¼, ½, ¾, or full ).  Note
that the zero selection simply designates a single scan leg. When observing a cluster with more
than one slit i n Spectral Mapping mode, all targets are observed first in one slit , then all targets
are observed in the second slit , and so on.  For single targets, the IRS peak-up options are
defined the same as in the staring mode, namely either a Hard Point 1, Hard Point 2, or Quick
Point is performed once before the mapping starts.  However, when observing a cluster, the
selected peak-up is performed at the start of each spectral “campaign” – since the cluster is
observed completely in one module before moving onto the next.  We feel this is a very
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conservative decision since the behavior and pointing of the Observatory after short (or long)
scans has not yet been characterized.  A more complete description of the spectral mapping
mode, as well as examples of f ill ed out AOTs, will be included in a later version of this
manual.

module Slit width exptime Scan rate
(arcsec) (sec) (arcsec/sec)

Short-Lo 3.6 6 0.1385
14 0.0857
60 0.0243
240 0.0061

Short-Hi 5.3 6 0.2039
30 0.0716
120 0.0179
480 0.0045

Long-Lo 9.7 6 0.3731
14 0.2309
30 0.1311
120 0.0328

Long-Hi 11.1 6 0.4269
14 0.2643
60 0.0750
240 0.0187

Table 7.5 Spectral Mapping Scan Rates

The Step-and-Stare mode described above recovers some of the functionality of the Spectral
Mapping mode.  Observers wishing to observe extended targets, or perform sparse maps, may
find Step-and-Stare much more eff icient to use than Standard Staring mode.  Once Spectral
Mapping mode is commissioned, we will still retain the Step-and-Stare capabili ty. Some
observations are better suited to Step-and-Stare (e.g. laying a long slit , end-to-end on the sky
to measure the radial variation of line or continuum features in an extended source) if covering
the entire area is not necessary.

7.2.3.3 IRS PEAK-UP MODE AND PEAK-UP ALGORITHM DESCRIPTION

Overview:  As described in the previous sections, the IRS Peak-up mode allows the user to
accurately place a target on the desired slit of the IRS.  The IRS Peak-up mode gives the option
of centroiding on either “point” sources or on “extended” sources.  A point source is defined as
that with maximum dimension much less than the FWHM of the central Airy pattern of the
telescope (~5 arcseconds with the red peak-up filter) --- the majority of extragalactic sources
and certainly all stellar sources fall i nto this category. An extended source is that with FWHM
greater than the telescope airy pattern, but not exceeding ~20 arcseconds.  The extended option
allows for peak-up on cometary or cometary-like sources with intensity distributions
proportional to 1/R (where R is the radial distance from the source).
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While an extended peak-up option is made available to the user, the Peak-up algorithm has
been optimized for point sources.  We therefore strongly recommend that, if at all possible,
peak-up be performed on a point source, ideally on a relatively strong source in a region with
relatively low-level and unstructured background emission.  For example, if the proposed
scientific observation is of an extended target, rather than peaking up on the extended target
itself, the recommended procedure is to establish pointing on a nearby point source.  The
extended peak-up option is to be used cautiously and only:  (1) if there are no point sources
with suff icient flux within the vicinity (∆R < 30 arcminutes: TBR) of an extended target, (2) if
the position of an extended target is not well known, or, (3) if the extended object is a moving
target, such as a comet.  It is also conceivable that peak-up be used to target the brightest sub-
clump (FWHM < ~9 arcseconds) of an extended source with complex morphology (using
either the blue or red point source option), but this is risky and not recommended.

The Peak-up algorithm assumes that the source with the highest peak flux in the peak-up field
(~1x1 arcminute) is the intended peak-up target.  The algorithm for determining the peak flux,
and the area over which the centroiding is performed, differ between the point and extended
cases:

• Point source option:  The peak flux of a given source is the sum within a 3×3 pixel
(5.4”×5.4”) box centered on the peak pixel of the source.  Centroiding is performed
within a 5×5 pixel (9”×9”) box centered on the same peak pixel.

• Extended source option: The peak flux of the source is the sum within a 7×7 pixel
(12.6”×12.6”) box centered on the peak pixel of the source.  Centroiding is performed
within a 11×11 pixel (19.8”× 19.8”) box centered on the same peak pixel.

Peak-up operation: The operation of the peak-up algorithm is analogous to flooding the level
of water past a group of palm trees on a beach, thereby isolating the trees from the
“background” and allowing for easier identification and location.  The algorithm utili zes the
set of three double correlated sample (DCS) images, acquired in sequence, containing the
peak-up source specified by the user.  To identify and accurately centroid on the peak-up
target, the algorithm ---

1) produces three difference images, (DCS1 - DCS2), (DCS2 - DCS3), and (DCS1 -
DCS3), which presumably contain only noise and transient signatures (such as cosmic
rays).  The algorithm then makes a rough identification of cosmic ray hits under the
assumption that the strong CR hits produce the upper and lower 10% of outlier values
in the histograms of the difference images.

2) with the CR hits identified in step 1, isolates the noise component in the difference
images, replaces bad pixel values, and estimates the noise variance (σ).

3) removes any planar background component via least-squares approach and then the
mean from the three original DCS images, producing a set of zero-mean images.

4) identifies as cosmic ray hits (or transients) those pixels with values outside of  ± 3.5σ
in the difference images, then replaces those pixel positions in the zero-mean images
with zero values.

5) match filters or, in other words, convolves the appropriate (blue or red) point spread
function with the three zero-mean images and then co-adds them into a single image.

6) finds in the co-added image isolated pixel clusters below a minimal pixel size
threshold (containing less than 6 pixels for the red and 15 for blue) and then assigns
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zero values to those pixels.  They are assumed to be cosmic ray hits, noise spikes or
glitches that have somehow escaped earlier removal.

7) centroids on the source(s) in the final co-added image and reports the centroid of the
source with the greatest peak flux to the telescope.   A final co-added image
(comprised of constituent maps that are not matched filtered) is returned to the ground.

The acquisition of the three DCS images and the subsequent processing by the Peak-up
algorithm is actually done twice whenever a Peak-up on a source is requested. The first cycle
(referred to as the “acquisition” peak-up) acquires the source and places it on a portion of the
peak-up array least effected by dead pixels.  The second cycle (referred to as the “sweet spot”
peak-up) finds the centroid of the source before offsetting the target to the slit .

Each IRS peak-up produces six, unprocessed DCS (difference) images, as well as two dark-
subtracted, cosmic-ray cleaned, flat-fielded and background subtracted “average” frames.
There are three DCS images for the acquisition peak-up and three DCS images for the “sweet
spot” peak-up.  Each of these in turn produces a single, processed, “average” frame. These
average frames are the ones that are used by the algorithm to find the peak-up target.
Therefore the observer selecting an IRS peak-up will receive, in addition to their spectral data,
a set of eight peak-up images.

Point Source Peak-up: Table 7.6 details the performance of the Peak-up algorithm when
applied to a point source on a flat background, with no other sources within the field.  The
trials were performed using 1024 simulated DCS image three-sets, each three-set containing a
single point source airy pattern randomly located in the field.  Also included in the images are
simulated cosmic ray hits, the standard noise components (readout noise, dark current, and
photo-current shot noise) and a constant offset level representing the zodiacal component.  In
all simulated images we applied a background level equivalent to the zodiacal component at
30 degrees ecliptic latitude and cosmic ray hits at a rate of 8 cm−2 s−1, the approximate average
observing latitude and 95% confidence level CR hit rate expected for SIRTF, respectively.
Listed in Table 7-6 are the success rates with respect to the HP1 (col. 5) and the HP2 pointing
requirements (col. 6), as a function of the point source flux (cols., 2, 3, and 4) and peak-up
filter used (blue or red), for three ecliptic latitudes.  The “success rates” for HP1 and HP2 are
defined as follows:

• HP1: The percentage of trials where the determined source centroid is within ∆r = 0.42
arcseconds of the actual source position.  Peak-up fulfill s the HP1 requirement, for a source with
flux F, if it meets the above constraint with a success rate of 95% or greater.

• HP2: The percentage of trials where the determined source centroid is within ∆r = 0.84
arcseconds of the actual source position.  Peak-up fulfill s the HP2 requirement, for a source with
flux density F, if it meets the above constraint with a success rate of  95% or greater.
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Source Flux Density (mJy) Success Rates

Ecliptic plane Ecliptic lat =30o Ecliptic pole HP1 HP2

1.1 < F < 1.4 0.8 < F < 1.0 --- 88 – 95 % > 97 %
Blue

1.4 < F < 150 1.0 < F < 150 0.8 < F < 150 95 – 99 % > 99 %

1.4 < F < 7.0 1.0 < F < 5.0 1.0 < F < 3.6 76 – 96 % > 98 %
Red

7.0 < F < 340 5.0 < F < 340 3.6 < F < 340 98 – 99 % > 98 %

Table 7.6 Peak-up success rates from simulations

The success rates are based on the integration times to be used in flight and depends on the
source flux: (i)  Tacq = Tsweet = 8 seconds per single DCS frame, for both the blue and red
filters, for sources with F > ~5 mJy and (ii )  Tacq and Tsweet single DCS frame integration times
ranging between 8 and 64 seconds for sources with F < 5 mJy.

We limit the following discussion to sources at ecliptic latitude of 30 degrees (col. 3).  Note
that the Peak-up algorithm is capable of meeting the HP1 accuracy (col. 5) (> 95% success
rate of centroiding to within 0.42 arcseconds of the true) for sources with fluxes greater than
1mJy in the blue or 5 mJy in the red.   While the Peak-up algorithm is capable of acquiring a
point source as weak as 0.8 mJy in the blue or  ~1 mJy in the red, it does not meet the HP1
accuracy on such sources, having success rates of only 76% and 88% for the red and the blue,
respectively.  On the other hand, the HP2 requirement is met for the entire range of source
fluxes quoted in the table (both the blue and red peak-up modes), including the faintest
sources.

In general, the performance of the Peak-up algorithm is better when using blue filter
observations than it is when using the red filter observations.  A peak-up using the blue filter
allows one to acquire sources fainter (as low as 0.8 mJy) than is possible with the red and, for
a source of given flux within the range 1 mJy < F < 5 mJy, entails much less integration time
(as much as 145 seconds less) and is capable of centroiding precision satisfying the HP1
requirement.  The blue peak-up also has better centroiding precision for the bright sources.
Under normal operating conditions the red peak-up does, however, have a maximum flux limit
(340 mJy) higher than that of the blue peak-up (150 mJy).  A source with flux density
exceeding these limits (up to 500 mJy in both the blue and red) may be accommodated, but
such will require special techniques yet to be resolved.  At the current time we do not
recommend peaking up on sources that will saturate the detector.  More information will be
provided as simulations and in-orbit testing are performed.

In case the peak-up algor ithm fails to detect a source, the AOR will still be executed and
the sli ts will be positioned on the nominal source position(s) specified within the AOR.

The test results presented thus far for the point sources are based on idealized scenarios in
which there are no complicating background components such as low level extended clumps
or extended structures like cirrus emission.  The mid-infrared background is too diverse and its
structure too poorly known for comprehensive characterizations of its influence on peak-up
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success statistics.  The results in Table 7.6 should thus be considered optimistic estimates,
perhaps best reflecting extragalactic observing conditions where the science source is point-
li ke, li kely the only source in the field, and with a field containing littl e structured background
emission.   In some regions of the sky the Peak-up algorithm will not be able to acquire a point
source with an acceptable rate of success because of the complicated cirrus texture in the
Peak-up images. The point source flux must be greater than the confusion noise in the chosen
~1.0 arcminute peak-up aperture for a reasonable chance for acquisition.  While most of the
flux in the peak-up filter bandpasses comes from zodiacal emission, the zodiacal li ght is very
smooth on arcminute scales, and we expect most of the texture to be due to cirrus and other
Galactic backgrounds.  To calculate quantitative lower limits on recommended Peak-up point
source fluxes, we use the cirrus sky power spectrum at 100 microns from Gautier et al. (1992,
AJ, 103, 1313) to obtain the 100 micron confusion noise in the large-telescope (negligibly
small PSF) limit for a 1.0 arcminute aperture. We then place an upper bound on the 15 and 25
micron confusion noise in such an aperture by multiplying by an upper bound on the 12/100
and 25/100 flux density ratios obtained by Desert, Boulanger and Puget (1990, A&A, 237,
215).  Figure 7-26 shows the recommended minimum flux density of the peak-up target (in
mJy) as a function of the cirrus brightness at 100 microns (in MJy/sr). The curves are for both
the blue and the red peak-up filters.  The recommended minimum peak-up source fluxes in
Figure 7-26 may be reduced by a factor of three or four once the performance of Peak-up is
evaluated in orbit.

Figure 7-26 Recommended minimum flux density of the peak-up target (in mJy)
as a function of the cirr us br ightness at 100 microns (in MJy/sr ).
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The following is a summary of our recommendations for peaking-up on point sources with
the IRS.

• Use the blue peak-up filter when possible (unless your source is very much weaker in
the blue than in the red).  In general, a blue peak-up gives better centroiding accuracies
for the range of source fluxes listed in the table.

• For sources brighter than 30 mJy, supplying a source flux (in the SPOT Peak-up
option) that is accurate to within a factor of two of the actual flux will im prove the
noise statistics and hence the probabili ty of success for achieving the required centroid
accuracy.

• If at all possible, use a point source with flux in the midrange of 10 mJy to 150 mJy for
the blue, 10 mJy to 340 mJy for the red.  HP1 peak-ups on weak sources (< 1 mJy for
the blue and < 5 mJy for the red) have poorer success rates (below the our requirement
level of 95%) and require longer integration times.  Moreover, the weak source peak-
up success rates suffer the most rapid degradation when structured background
emission is introduced into the simulations.

• Choose a point source in a region with as littl e structured background emission as
possible.  To ensure a successful peak-up, avoid regions where the intensity of the any
structured background component (within the size scale of the ~1 arcminute peak-up
field) is greater than 10 percent that of the point source.  Refer to Figure 7-26 for a
guide to the minimum recommended peak-up point source flux as a function of the
100-micron background cirrus brightness.

Extended Sources:  Peak-up centroiding accuracies on extended sources are poorer than with
point sources.  The performance of the Peak-up algorithm was tested on images produced in a
manner similar to the point source images -- a single peak-up object on an otherwise flat
background, with added CR ray hits, astronomical/detector noise components, and a constant
zodiacal background.  The “extended” sources were modeled with Gaussian intensity
distributions and cometary sources with 1/R intensity distributions.   The peak-up accuracies
depend, in large part, on the source size; centroiding accuracies progressively decrease with
increasing source size.  The maximal recommended FWHM of a source is ~20 arcseconds.
With such a source, one can expect centroiding accuracies of no worse than 1.5 arcseconds
(with greater than 95% confidence levels) for peak intensities >15 MJy/sr (blue).  The same
numbers hold for cometary or I∝1/R type sources.

The recommended lower limit to extended source peak intensity is 15 MJy/sr for the blue and
10 MJy/sr for the red and the upper limits are 340 MJy/sr for both the blue and red, the
saturation limit of the detector under normal operation.
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The following is a summary of recommendations for IRS studies of extended sources.

• Limit extended peak-up targets to size FWHM < 20 arcseconds.
• Observe extended/cometary sources with peak intensities within 15 MJy/sr to 340

MJy/sr (blue) or 10 MJy/sr to 340 MJy/sr (red).  Within these limits Peak-up should
provide centroiding accuracies of < 1.5 arcseconds, at a 95% confidence level.

• If peaking up on a comet, use the “extended” source peak-up option.
• Peak-up on simple sources. Avoid sources with prominent and/or multiple sub-clumps.
• Choose a field as clear as possible of structured background emission.  In the case of

an extended source peak-up, the algorithm uses a 20 x 20 arcsecond centroid box. All
emission within that box will i nfluence the centroiding results.

Peak-up fil ter transmission curves: Figure 7-27 shows the filter transmission for the blue
and red peak-up channels.  Note that these curves represent only the filter transmission but not
the slightly varying responsivity of the detector with wavelength.  Nevertheless, the plot will
be useful to determine which peak-up filter would be best for a target with a given SED.
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Figure 7-27 Transmission curves of the blue and red peak-up arr ay filter



136

7.2.4 Astrono mical Observation  Template (AOT) Cook Book

Although a full description of the staring mode AOT is given above, it is instructive to step
through a few worked examples as a guide.

Example #1: High resolution star ing mode observation of a single fixed target

In this example, we would like to obtain a high resolution spectrum of a bright target, in order
to search for two, faint emission lines at 15 and 26 µm.  We will use both the short-high and
long-high modules.  The target is at RA (J2000) = 15:34:57.4, DEC (J2000) =+23:29:52, and
has IRAS 12 and 25 µm flux densities of 0.5 and 7.9 Jy, respectively.  Placing this object in
the target list, and checking the visibili ty shows that there are many windows of opportunity
for SIRTF observation.  In the first year of operation, this target is visible for 114 days,
divided into two, two month windows (see Figure 7-28 below).  For the selected observation
date of June 30th, 2002, date, the short-high and long-high slits will have positions angles on
the sky of 178.3 and 93.5 degrees East of North, respectively.

We would like to obtain at least a 10σ detection (or limit ) on the two emission lines, which are
expected to have fluxes of approximately 5×10-22 W cm-2.  Since the ecliptic latitude of the
target is 41.3 degrees, we will use the set of sensitivity curves estimated for 40 degrees
latitude.  These curves indicate that a single, 120 second exposure will provide a signal-to-
noise of unity in the short-high module for an unresolved emission line having a flux of
approximately 8×10-23 Wcm-2 at 15 µm.  Similarly, a 240 second exposure will provide a
signal-to-noise of unity in the long-high module for an unresolved emission line having a flux
of approximately 7×10-23 Wcm-2 at 26 µm.  If we select two cycles per observation, and the
120 second and 240 second exposure times for the short-high and long-high slits, we should
obtain a signal-to-noise of approximately 12-14 in both sets of spectra for our target line flux
of 5×10-22 Wcm-2.  Note, that since because the default in staring mode is to obtain two spectra
per slit , by selecting two cycles per slit , we will actually obtain four, 120 second exposures in
the short-high module, and four, 240 second exposures in the long-high module.  Also, while
the target is moderately bright, there is no problem with saturation in the high resolution
modules as the flux density in the observable wavelength regime is well below 70 Jy.  The
observation is shown in the fill ed-out AOT below in Figure 7-29.
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Figure 7-28 Target visibili ty window for Example #1

While the science target is a point source, it is too bright in both peak-up filters to serve as the
peak-up target as well .  The recommended levels are discussed in section 7.2.3.3, so it is clearly
too bright for the red peak-up filter and marginally too bright for the blue peak-up filter.
Therefore we have selected a fainter, nearby star and entered this into the AOT for a high
accuracy peak-up.  This star has a 15 µm flux density of 10 mJy, and is 117.31 arcseconds east,
and 22.59 arcseconds south of the science target (see Figure 7-29).

Once the AOT is fill ed out, including entering the flux density of the source in the chosen
bands, the time estimate should be computed by clicking on the button at the bottom of the
form.  For this experiment, the total exposure time is 1440 seconds, the slew & settle time is
89.0 seconds, and the duration is 2397.0 seconds (see Figure 7-30).

More examples will be included in subsequent versions of this manual.
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Figure 7-29 A fill ed-out AOT for Example #1
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Figure 7-30 Resource Estimates for Example #1

7.3 Data

7.3.1 Instrument Calibration

The IRS will be fully calibrated and will produce spectrophotometric and photometric data, as
appropriate for the different modules.  The wavelength scale, spectral resolution, and system
response of the spectrographs are determined through a series of calibration measurements.
The spatial resolution, system response, and color corrections of the peak-up cameras are
determined in a likewise manner. Table 7-7 lists the sets of measurements that will be
performed.  Few of the details, in particular exact source selection, have been finalized since
we are in the process of establishing cross-calibration requirements with the MIPS instrument.
They will be updated in the later versions of the manual as they become available.

Photometr ic calibration: A set of stars in the northern continuous viewing zone of SIRTF has
been selected. Ground based observations (using the NASA Infrared Telescope Facili ty) are
currently underway and more are planned for the coming year.  Accurate photometry of those
targets from the Hipparcos and Two Micron All Sky Survey databases, as well as stellar
templates will be used.

Wavelength calibration: Wavelength calibration was performed on the ground using a
monochromator (MC), with 5 MC points per order for the low-resolution modules and 9
points distributed around the high-resolution. The MC was spot-checked against CO2 in short-
high, H2O in long-high, and Si absorptions in long-low.  In orbit, wavelength calibration can
be performed by observing bright planetary nebulae (PNe) with weak continuum and strong
emission lines.  Be stars, which display numerous H-lines, can also be used.

Spectral resolution: Accurate in orbit measurements can be obtain during the wavelength
calibration with PNe.  Since our spectral resolution is less than 600 and the expected line
widths of PNe are less than 30 km/s most lines will be effectively unresolved and their spacing
will be used to derive the exact resolution of the instrument.

Linear ity:  The linearity will be established during IOC by observing sufficiently featureless
sources with different fluxes over constant integration times as well as keeping the source the
same but varying the integration time.  For the low-resolution modules this can be achieved by
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observing the zodiacal emission at low and high ecliptic latitudes.  The exact technique, which
will be followed in the high-resolution modules, is TBD.

Flat field: Flat fields will be generated by measurements of the zodiacal emission at low and
high latitudes and/or by dithering a bright extended source with no strong emission lines (such
as reflection nebulae) along the slits.

Beam profile: This can done by observing point sources.  Most probable candidates are stars
and luminous infrared galaxies.  Many of the latter are expected to be point-li ke in the mid-
infrared as seen by SIRTF, and since they can be seen easily with both the IRS and MIPS, can
serve as cross-calibrators as well .

Spectral leaks:  This will be done by observing asteroids and/or other targets used for the
study of the beam profile.  The latter is necessary for cross-calibration with MIPS, since the
fact that the rotation period of most asteroids is small .  The flux from an individual asteroid is
expected to vary over the length of each instrument campaign.

Droop:  A change in the measured offset value of a given pixel which is a function of the
total flux falli ng on the array.  Ground tests suggest that this effect can be modeled globally
for each array, by using a single parameter.  On the ground, these parameters have been
estimated by analyzing data from masked areas each array.  During IOC the model will be
tested using the un-ill uminated areas the arrays.  Since “droop” appears only in one of the two
possible ways of reading the array, a direct measurement/evaluation of the performance of the
model will be achieved.

Scattered light:  The presence of scattered light and/or ghosts on the array have been tested on
the ground and limits of their contribution have been established by observing bright sources.
The same technique will be followed during IOC.  An added test to examine the effects of
scattered light from the telescope baff le will be performed during the cool-down of the
instrument the first weeks of IOC.  Since light from the temporarily warm baff le will dominate
any sky emission, it will be distinguishable since its flux will follow the telescope cool-down.
Details on the frequency of the measurements during the cool-down are TBD.

Sli t positions: The mapping of the array to obtain the position and orientation of the slits has
been performed on the ground.  During IOC the procedure will be repeated by observing a star
cluster and scanning a star across the slits. We expect to start the mapping from the peak-up
array and slew towards the long-low module which is the furthest away and has the longest
slit .  Subsequently, we will estimate the offsets and point to the expected positions of the other
slits.

Notes to Table 7-7 (next page):
- Observations done "Each campaign" are also done during IOC.
- Some sets of calibrations are done with the same measurement sequence.
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Sequence When Duty Cycle Purpose Description
Filter Transmissions On

Ground
Once Necessary for color correcting

data.
Transmission vs. wavelength.

Detector Response On
Ground

Once Necessary for color correcting
data.

Responsivity vs. wavelength.

System Response On
Ground

Once Color correction of peak-up
cameras and checking spectral
leaks

System Response vs. wavelength

Performance
Verification

On
Ground

Twice Verify basic detector
performance and establish array
characteristics.

η/β, ηG, dark current, and read
noise, pixel offsets, etc.

Linearity On
Ground

IOC

Once Establish operating range of
detector and measure non-
linearity.

Vary int. time with fixed flux.  Vary
source flux at fix integration time.

Slit Position Ground

IOC

Once

Twice

Determines slit positions relative
to peak-up camera

Get central axis and orientation of
slit

S-Curve Distortion IOC Twice Correct data for geometric
distortion.

Place star at several positions along
the slit

Wavelength
Calibration

Ground

Normal
Ops

Once

Each campaign

Determine wavelength
calibration of spectrographs

Observed extended source with
emission lines

Spectral Resolution Ground

Normal
Ops

Once

Each campaign

Determine resolution of
spectrographs

Observed extended source with
narrow emission lines

High-Low Zodiacal Flat
Field

Normal
Ops

Each campaign Determine flat field for faint
sources

Use difference at low and high
ecliptic latitudes.

Extended Source Flat
Field

Normal
Ops

Each campaign Determine flat field for bright
sources.

Dither a bright-extended source
along the slit.

Star Scan
Flat Field

Normal
Ops

Each campaign Check flat field for all sources. Slew a star along the slit .

Pixel Offsets Normal
Ops

Each campaign Get pixel offsets (electrical +
dark current) for each integration
time.

Measure signal at high and low
ecliptic latitudes.

Photometric
Calibration

Normal
Ops

Twice during
observing
campaign

Tie calibration to known well
behaved sources.

KIII and AV stars

Spectral leaks IOC Twice Check for spectral leaks. Observe several asteroids

Beam Profile IOC Twice Determine beam profile of
cameras and spectrograph.

Observe point sources

Scattered light and
Cross-talk

Ground
IOC

Once Determine corrections for
scattered light and electrical
cross-talk.

Place bright source(s) in spectrum
and peak-up cameras.

Array and System
Stabili ty

Normal
Ops

Normal
Ops

Passive

Each campaign

Determine how often
calibrations need to be
performed.

Temporal variabili ty of pixel offsets
and response.

Do stimulator flash

Table 7-7 Calibration measurement description
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7.3.2 Data Produ cts

There are three basic IRS spectroscopic data products.  The IRS Raw Data consists of one or
more Data Collection Events (DCE’s) that have been converted to FITS format.  Each IRS
DCE consists of a number of reads (samples) of the array at fixed time intervals without a
reset between the samples.  All IRS spectra will either contain four, eight or 16 reads of the
array between resets, and thus the raw FITS data will be a multi -plane data cube with each
data plane representing a read of the array. Any ramp duration (exposure time) longer than 16
seconds still results in a sixteen plane raw FITS data product.

The IRS Basic Calibrated Data (BCD) is a FITS file made from each DCE, which has all the
“SIRTF-specific” effects removed.  For the IRS spectra, the basic calibrated data are either (1)
a calibrated, 2-D echellogram for the high-resolution data, or (2) a calibrated, long-slit 2-D
spectrum for the low-resolution data.  The BCD FITS files are accompanied by additional
FITS files used in the processing (e.g. the wavelength map, flat field, eff iciency correction and
traceable error images).  Thus, the observer can easily see the entire process used to take the
raw data and create the BCD.  A single DCE results in a single BCD.  An IRS AOR can be
made up of many DCE’s.

The IRS Browse Quali ty Data (BQD) product is intended to convey the richness of the target
spectrum and allow for a “first look” scientific analysis.  For both the high and low resolution
IRS data, the BQD will be: (1) a 2-D, spatially-rectified spectrum, with a linear wavelength
scale along the columns and the spatial dimension along the rows, and (2) a 1-D extraction of
the spectrum assuming a point source at the nominal slit l ocation.  Flux is assigned during the
extraction (assembly) process, and is directly related to assumptions about the target (e.g.
point source, or extended).  The extracted 1-D spectra will be in flux density vs. wavelength
units.  The 2-D, BQD data will contain a header keyword that allows conversion between DN
per pixel and flux density per arc-sec, per micron.  The final spectrum for an entire AOR can
be created by the observer, by co-adding the individual BQD’s.  A subset of modules
employed by the BQD pipeline will be made available to users to be incorporated into their
own analysis environments (e.g. IDL or IRAF running on Solaris OS).

The above discussion applies to IRS spectroscopic data only.  Although no pipeline processing
is applied, the IRS peak-up data is transferred to the ground and distributed to the observer.
As described in section 7.2.3.3, the IRS peak-up process uses the Double Correlated Sampling
technique, and all data processing is handled on board.  Each IRS peak-up produces six,
unprocessed DCS (difference) images, as well as two dark-subtracted, cosmic-ray cleaned,
flat-fielded and background subtracted “average” frames. These average frames are the ones
that are used by the algorithm to find the peak-up target.  Therefore the observer selecting an
IRS peak-up will receive, in addition to their spectral data, a set of eight peak-up images.

7.3.3 Data Process ing

The IRS data processing performed by the SSC occurs in two separate, but related, pipelines.
The first, denoted as the “Calibration Pipeline” is where the calibration files (or calibration
coeff icients) are reduced (or calculated).  These calibration files (coeff icients) are used by the
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second pipeline, the “Science Data Pipeline”, to reduce the IRS science data.  The major
components of the two IRS pipelines are described in turn, below.

Calibration Pipeline: The calibration pipeline performs the following tasks by using the
routine calibration data obtained with the IRS.

1. Order Mask Generation – locates the position of each order in the short-high and long-
high data.

2. Dark Current Measurement – Uses dark sky observations to estimate the dark current
for each array.

3. Non-linear ity Measurement – Calculates the non-linearity correction as a function of DN
for each array.

4. Bad Pixel Mapping – Updates the bad pixel map for all arrays.
5. Efficiency Frame Generation – Generates a flat-field frame for each array.
6. Dispersion Measurement – Calculates the wavelength solution for each array.
7. Line Til t Measurement – Maps the line tilt as a function of wavelength for the short-high

and long-high modules.
8. Sli t-to-Pixel Mapping (TBD) – Matches physical locations along each slit to position on

the array and provides geometric distortion corrections.
9. Order Cross-Talk Measurement (TBD) – Measures the cross-talk between orders for the

short-high and long-high arrays.
10. Fr inging Measurement – Measure the fringe amplitude and frequency for the short-high

and long-high modules.
11. Flux Calibration – Calculates the DN-to-flux density conversion for each array.

Science Data Pipeline: The science data pipeline applies the calibration files and/or
coeff icients obtained in the calibration pipeline, to the science data.  The science data pipeline
performs the following tasks, graphically depicted in Fig. 7-31.

1. Gain Correction – Corrects for the channel-dependant gains in each array.
2. Reference (Dark Cur rent) Subtraction – Removes a reference (dark) frame from the

science data.
3. Linear ization – Linearizes the science data and masks saturated pixels.
4. Saturation  – Accounts for saturation of the A/D converter in order to properly correct for

the droop effect in the next step.
5. Droop correction - Corrects all pixels for the droop effect.
6. Cosmic Ray Identification – Identifies and masks cosmic rays in the science data.
7. Slope Estimation – Estimates the ramp slope (flux) and collapses the science data down to

a single plane.
8. Jail -bar Removal – Fits and removes the jail -bar pattern in the science data.
9. Flat Fielding – Applies pixel-to-pixel response correction to the science data.
10. Residual Droop corr ection – Removes residual droop by referencing un-ill uminated

portions of the array.
11. Ghost image identification (TBD) – Flags known latent image effects.
12. Fr inging Correction (TBD) – Removes the detector-induced fringing from the science

data.  The precise location of this correction in the pipeline is currently under review (see
below).

13. Wavelength solution – Applies the wavelength solution to the science data in the
dispersion direction.
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14. Geometr ic Distor tion correction – Corrects for the curvature of the spectra in the cross-
dispersion direction.

15. Flux Calibration – Applies a flux calibration to the data based upon a point source.
16. Order Splicing – Pieces together the orders in the low and high resolution science data

and corrects for offsets in response between orders and modules.

The IRS, as other spectrographs employing pass-band filters and detector coatings, can be expected to
experience optical reflections within these media that will l ead to spectral fringing.  Laboratory
performance measurements reveal the presence of fringing in both high resolution modules, at peak-
to-peak amplitudes of 45-55% of the output signal.  Unresolved fringes may also be present in the
short-low module, influencing line intensity measurements in proportion to the fringe amplitudes.
These amplitudes have not yet been measured.  While more than one period is probably present in the
short-high and long-high module data, only one period (approximately 1.5 cm-1) associated with the
quoted amplitudes has been identified unambiguously thus far.  This period may be attributed to a
combination of the neutral density and low-pass filters employed in the instrument optical train.  The
filters are of equal thickness (1 mm) and similar composition, but the neutral density filter exhibits
higher reflectivity and may thus be the chief source of the observed fringing.  Neutral density filtering
will not be employed on orbit, and it is anticipated that fringes with this period in the high resolution
spectra will be reduced by a factor of two or more.  This will be confirmed prior to launch during the
CTA test phase under vacuum conditions and without neutral density filtering.  Under these
conditions it may be possible to search for lower amplitude fringes, potentially arising from
reflections within the thin detector coatings, or within the detectors themselves.  Periods associated
with the detectors and coatings are not yet confirmed, due to the presence of strong atmospheric gas
lines in the current test data.

Impact of spectral fringing on the photometric and spectral capabiliti es of the IRS will be provided to
observers following the CTA testing.  Once the remaining fringe patterns are characterized,
uncertainties in the line-to-continuum ratios will be estimated from different levels of corrective
processing that are currently under investigation at the SSC.   These include both automated and
interactive procedures for point-source and spatially-extended spectra.  Automated applications will
be assessed for use in generating the BQD products associated with each observing campaign.
However, spatial and spectral complexity in science observations (e.g. multiple point sources,
spatially extended sources, extremely broad lines or solid-state features) may necessitate observer
interaction to properly generate the final data product.  Interactive tools to provide cross-correlation,
sine-wave fitting, and/or fourier transform methods of fringe removal are currently being analyzed
under the conservative assumption that on-orbit fringing will have the characteristics presently seen in
the ground-based test data.  On the basis of experience with fringing phenomena in other space
platforms (ISO, HST), it is expected that in the early phase of the mission we will achieve a 10%
relative photometric accuracy within a given spectral order, and from AOR to AOR, after removing
the effects of fringing.  Eventually we expect to approach 5% line flux accuracy in a given module.

Figure 7-31 (next page) The IRS Science Data Pipeline (Multi -plane, Raw-mode data are indicated
by 3-D icons meant to convey the third, time axis of the data.  1-D icons indicate one or two-
dimensional spectra with no time axis.)
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